
single chip in 1965 to 65,000 in 10 years. In 1975, his 
estimate was proven eerily accurate: A chip manufac-
tured that year could hold 65,536. At that point, he 
adjusted the estimate to a doubling every two years. 

And there it has remained to this day, far longer 
and more accurately than even Mr. Moore expected. 
Known as Moore’s Law, the trend has held the tech 
industry in thrall for over half a century, becoming 
the de facto metronome of the digital revolution.  
Every time your smartphone needs to be retired in 
favor of a newer one, you are feeling its effects.

Doubling the chip density at that rate pushes com-
puting power upward on an exponential curve and 
sets a critical benchmark for digital innovation. The 
drumbeat of Moore’s Law allows tech companies to 
anticipate changes and develop functions to exploit 
them, effectively coordinating the entire industry 
and permitting a fast, efficient pace of innovation.

To illustrate the boldness of Mr. Moore’s predic-
tion, in 1965, the state of the art in consumer tech 
was the Olivetti Programma 101, a calculator that 
could be programmed using magnetic cards – argu-
ably the world’s first desktop computer. Over 40,000 
were sold, at a price of about $3,200 each (over 
$25,000 today). The device could do basic functions 
including square roots, but also some logical opera-
tions, printing out the results on paper rolls like a 
cash register. NASA used it for calculations involved 
in the Moon-landing Apollo 11 project. 

Today, a standard issue iPhone 8 has billions of 
transistors on a single chip. It costs under $1,000 and 
can do all of those boring functions while simulta-
neously tracking your health, streaming episodes of 
“Game of Thrones” and texting photos of food. 

However, as Mr. Moore himself observed, “no ex-
ponential is forever.” Eventually, transistor sizes will 
reach a point where the tools used to create them 
physically can’t get any smaller. The chip industry has 
been warning for years that we are near that critical 
juncture and it hopes that system architecture over-
hauls can keep the effects of Moore’s Law on track. 

But where there’s life, there’s hope. New silicon 
and carbon nanotube research promise even small-
er transistors. Meanwhile, waiting in the wings, the 
weird world of quantum computing could aban-
don transistors completely, propelling growth while 
making Moore’s Law obsolete.

One way or another, we are rapidly closing in on a 
new inflection point. The future beyond will have to 
compete with the explosive pace Mr. Moore helped 
set in motion 53 years ago. u

Critical moment

carlton wilkinson is Managing Editor of the 
Brunswick Review, in New York.

I
n 1965, gordon moore, later a co-founder 
of chipmaker Intel, observed that at the rate 
transistors were shrinking, the number that 
would fit on to a circuit board would double ev-
ery year for the foreseeable future, while manu-
facturing costs would continue to fall. His paper, 

published in the journal Electronics in April of that 
year, had the mundane title “Cramming More Com-
ponents on to Integrated Circuits.” 

The technology “will lead to such wonders as 
home computers … automatic controls for automo-
biles, and personal portable communications equip-
ment,” Mr. Moore wrote. The first wave, he predict-
ed, would be an increase from 64 transistors on a 

Office workers in 1966 
calculate numbers on the 
newly released Olivetti 
Programma 101. Billed  
as the world’s first 
desktop computer, the 
device was released in 
1965, the same year Intel  
co-founder Gordon 
Moore first articulated 
the chip-miniaturization 
trend that came to be 
known as Moore’s Law.
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